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THE LAPLACE TRANSFORM METHOD IN AN ALGORITHM OF SOLVING
DIFFERENTIAL EQUATIONS WITH DELAYED ARGUMENT
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The method is used for linear differential equations with delayed argument. There is
constructed an algorithm, which is symbolic-numerical. The numerical component concerns
a representation of functions, involved into the process by some kind of series.

1. Introduction

There is a class of physical problems, which is associated with action of some kind of
complementary forces - forces which are involved at various not initial time moments. Such
problems frequently lead to the so called differential equations with delayed argument. Different
ways of dealing with such equations exist. See for example [1-4|. We consider linear equations
with constant coefficients and right-hand parts of exponential increase.

Applications of the Laplace transform method are well known. In this article we continue
working-out the application of Laplace transform for solving differential equations (for example
[5-7]).

It permits to reduce an infinitesimal problem to an algebraic one that may be solved symboli-
cally or symbolic-numerically. Moreover, it gives means to estimate an accuracy of calculations.

However there are some facts which prevent using this method in a symbolic way. Some
difficulties, for example, are connected with a form of the solution of the Laplace image of the
input differential equations, i.e. the exponential polynomials, which appears in the solution of
algebraic equation. We suggest the usage of series expansion of some kind for symbolic-numerical
solution with a necessary accuracy. It extends the class of equations to be solved by this method.

We restrict ourselves to the consideration of one equation, but the method works similarly
with systems of equations of such type.

2. A differential equation with delayed argument

We consider all functions, either unknown or standing at the right-hand parts of equations,
on the segment T : 0 <t < 7T . Split T into parts by rational points 0 < t < tpy41 < T,k =
=0,...,N . All functions of the argument ¢ are supposed to satisfy the conditions for existing
of their Laplace transform, i.e. they have an exponential increase.
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Consider the equation

n N
)+ D> ama™ It —tx) = f(1), (1)
7=1 k=0
with initial conditions z("=7)(0) = x(()n 2 ,7=1,...,n. As the right-hand members of equations

we consider here a composite function f(¢), Whose components are represented as finite sums of
exponents with polynomial coefficients.

f@) = fu(t), ty <t <tpt1, k=1,...,N, 2)
where
k
— Z Psk(t)ebskt7 k — 1’. . "N’ (3)
sp=1

M
and Py, (1) = Yk o™

3. Preparation for Laplace transform

The first step to prepare the equation (1) for symbolic performance of Laplace transform is
presentation it by means of the Heaviside function 7(t). We obtain the following form of the
equation (1):

n N
O+ agn(t — te)a" I (t — 1) = f(1), (4)
7=1 k=0

f(t) must also be written by means of Heaviside function.
Represent f(t) using the Heaviside function. At first we write

N-1

— i1 (O (t — ) + fr(®)n(?).

k:2

Then transform f;(t) — fr—1(¢) into the function of ¢ —¢!:

Sr(®) = fe—1(t) = or(t — tr).
The function ¢ (t — t;) is represented as a finite sum

Sk—1

-1 k—1
¢ t — tk Zd}k t— tk 61‘:]4;6 t tk) Z wk‘ 1 6 tkebs (t—tk)'

Here ¢k (t—ty) = PE(t) and ok (t—t;,) = Zn]‘fs 07X, (t—tk)™. Coefficients 7%, are calculated
by the formula
Ml—m

o= 3 s (" )6

j=0 J
Finally the function f(t) is reduced to the form

N-1

"t — ti)n(t — tr) +ZPN )elsntn(t).
k=2
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4. Laplace transform

It permits to write symbolically the Laplace image of the equation (1):

n N n n
P> e ) X(p) = Y p e Y

-1
j=1 k=0 j=1 j=1

N
Sy’ lal e £ F(p), (5)
k=0

where X (p) and F(p) are the Laplace images of x(t) and f(t), correspondingly, and F(p) is
also a sum of exponents with polynomial coefficients.

The Laplace transform of ¢y (t — tx)n(t — tx) equals to

S Ms Sk—1f pE—1

m! k, k—1 _bF~1¢, m! —t
= |22 X e e = 2 2 e e [ e

k—1
s=1m=0 s=1 m=0 (p_bs )m+1

Finally, the Laplace transform of f(t) is the following:

N-1 s M}

k

B0) + 30D o (6)
k=2 s=1 m=0

5. Solving the algebraic equation

Denote N
=2 Pl 30 a4 Fip),
j=1 j=1 k=0
n N .
=p"+ Z ajpe Pp"I
j=1 k=0
then )
D
X(p) = W (7)

6. Inverse Laplace transform
6.1. Calculation of a half-plane of holomorphy

Consider X (p) (7) and its denominator D(p). There exists a half-plane, where X(p) is
holomorphic. To find it we must find a half-plane, where D(p) is non-zero. Let us find o > 0

such that D(p) # 0 for all p: Rep > 0. As D(p) — oo while p — oo then for each § > 0
there exists o such that D(p) > d if p: Rep > 0.
We have for sufficiently large |p|

ID(p)| = [p™( 1*ZZ|%1¢||P\” DIN).

7=1 k=0

Denote A =371, S0 o lajkl, and take

Uzmaa:{&lfA}.

[D(p)| > 0.

Then if Rep > o, then
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So we may take the half-plane Rep > o, X(p) is holomorphic in it.
We must mention, that the line Rep = 6,6 > o, may be taken as line of integration for
numerical calculation of the inverse Laplace transform.

6.2. Expansion of the solution in a series

Writing ¢ as tx = 2=, denote 0 = LCMy(oy), and tg = %’“

G’k7

Denote e~ s = z. Then

Sy 4 SN Jagp a2+ F(p)

X(p) = - -
) P+ Yy Skl agE

(8)

We do not write the exact expression of such kind for F(p), as it is rather bulky, mention only,
that the exponents are the same, because we take the same split points. Formally we expand (8)
in a Taylor serious by z at the point z = 0. It corresponds to p : Rep = +00 . Substituting e s
instead of z, we obtain the series for X (p) by e o , which converges in some neighbourhood
of co:

> Ape 7, (9)

where A,, are proper fractions, and can be represented as sums of partial fractions.

6.3. Inverse Laplace transform

For the series (9) the Inverse Laplace transform may be written symbolically.
A problem is to define n and Rep sufficient for designed accuracy of the differential equation.

7. On accuracy

Let us take the n — th Taylor approximation of X(p) and find its inverse Laplace image.
Denote by Z(t) an approximate solution of (1), which is equal to this image. The accuracy of
such solution we denote by ¢, i.e.

max|z(t) — Z(t)] < e. (10)

The remainder term of (9) may be written in the form

Demand

< e.

Then we obtain (10) for each ¢ € T.

8. Example

Consider the equation
2 42t -1 (t—1) —nt —2)2"(t —2) +n(t —3)a'(t — 3) + n(t — 3)z(t — 3) = f(¢),

where f(t) =t2(n(t) —n(t — 1)) +tn(t —1).
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The Laplace image of the equation:
(p2 + 2pe P — pe= P 4 pe P + eigp) X =pao+xh +2¢Pxg — e Prg+ e Pag+ F,  (11)

where F =2/p® — (e™P(2+p))/p>.
The solution of (9) is the following

X(p) —2e7P 42— e Pp+2p3eP — 2e72Pp3 + de Ppd + p3 + 2pt
b= p3(e73P + pe™3P — e=2Pp + 2e7Pp + p?) '

Expanding X (p) into the exponential series described before and taking 10 terms of this
series, we obtain

e P (-4-2p-p?-2p%) P (B+6p+2p+4pS+pt) 2+pd+2pt
YP = v + = + 5 *
P P P
e3P (-16-18p-8p? -9p3 -5p? -3p) e iP (32+48p+28p? + 23 p% + 17 p? + 9 p7)
+

p® p’

=SB (-64-120p - 88 p? - 62 p3 - 49 p* - 28 p5 - 4 pb)
.
PID
=P (-256 - 672 p - 716 p? - 520 p? - 389 p* - 263 p° - 104 p5 - 19 p7)
P12 *

=6P (128 + 288 p + 258 p2 + 178 p% + 138 p* + 87 p° + 25 p5 + 3 p7)
11

P
=8P (512 + 1536 p + 1904 p? + 1506 p? + 1106 p? + 775 p5 + 372 pb + 95 p7 + 7 p8)
.

pld

— e °P (-1024 - 3456 p - 4896 p - 4274 p° - 3168 p* - 2255 p° - 1232 p® - 206 p” - 61 p° -3 p*) +
T P P P P P P P P P

P
1 10 128 272 214 71 9 3 256 640 616 275 55 3 3
*3e'p[2[’*s’*a’*v’7’5]P’2[m* CRr e 7*7*?|P*
P P P P P P P P P P P
512 1472 1680 945 265 31 1 3
[‘T‘T‘—s‘—s‘—w‘—a‘—sl(‘2‘1’*41’)*
P P P P P P P
1024 3328 4400 2992 1090 197 14 3 Y
[ "1 " Y8 YT s T +7«5'(2*[“ +2[“)];
P P P P P P P

The Inverse Laplace transform of this 10-th approximation is rather bulky, and we do not
demonstrate it as a formula, but we present it the graphic form.
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9. Conclusion

In the conclusion let us mention the advantages of our method:

1. The algebraization of the problem makes possible to apply fast and efficient method for
solving algebraic linear system with polynomial coefficients. It is actual because it permits to
solve huge problems.

2. The expansion into the series of exponent with polynomial coefficients extends the class of
equations which may be solved by means of Laplace transform.
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Masramonok H.A. IPEOBPABOBAHIE JIATIJIACA B AJITOPUTME PEINEHN S JIMHENHBIX
JINOOEPEHIIMAJIBHBIX YPABHEHII C 3AITA3TBIBAIONINIM APTYMEHTOM

[IpencraBiten CHMBOJIBHO-YUCIEHHBIN AJITOPUTM PEIeHUs] JTHHEHHBIX (D depeHIInaTbHbIX yPABHEHMIA
C 3aI1a3/IbIBAIOIINM apryMeHTOM. JHC/IeHHAs KOMIIOHEHTA aJrOPUTMa COCTOUT B IIPEICTABIEHUN yIACTBY-
TOIIMX (i)yHKL[I/IfI HEKOTOPbIMHA dpyHKHHOHaJ’IbeHVIH pagaMi 1 OII€HKEe TOIYHOCTU IIpI/I6JII/I)KeHHOFO penieHusd.

Karuesnie caosa: npeobpaszopanue Jlamnnaca; nuddepeHuaibHble yPABHEHUS C 3AI1a3bIBAIOIINM ap-
T'YMEHTOM; CHMBOJIbHO-YHUCJIEHHBIN aJITOPUTM.

Malashonok Nataliya Aleksandrovna, School Ne 2033 with intensive study of English, Moscow, the
Russian Federation, Candidate of Physics and Mathematics, Associate Professor, e-mail:
namalaschonok@gmail.com

Mautammonok Haranust Astekcanaposa, IIkona ¢ yriayGJeHHBIM H3ydYeHHEM AHIJIUHACKOIO SA3bIKa
Ne 2033, Mocksa, Poccuiickass @enepariust, KaHauaaT (pU3NKO-MATEMATHIECKUX HAyK, JOIEHT, e-mail:
namalaschonok@gmail.com

1292





